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ABSTRACT: The increasing number of smart devices in the Internet of Things (IoT) has led to a surge in cyber-

attacks, posing significant security risks to personal and industrial systems. Traditional centralized intrusion detection 

systems (IDS) often face challenges related to privacy, scalability, and the heterogeneity of data generated by smart 

devices. This paper introduces a novel approach, Federated Learning (FL) for smart device security, to address these 

challenges. By utilizing FL, multiple smart devices can collaboratively learn a shared intrusion detection model without 

exposing their raw data, ensuring privacy while improving detection accuracy. This paper presents the architecture of a 

federated intrusion detection system (FIDS), explores various FL algorithms suitable for smart device security, and 

evaluates the performance of the proposed system using real-world IoT datasets. The results show that the federated 

approach achieves comparable or even superior performance in detecting intrusions while preserving data privacy and 

reducing communication overhead. This paper concludes that federated learning has the potential to revolutionize smart 

device security by enabling decentralized, scalable, and privacy-preserving intrusion detection systems. 
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I. INTRODUCTION 

 

With the proliferation of Internet of Things (IoT) devices, the risk of cyber-attacks targeting smart devices has 

escalated. Smart devices, including wearables, home automation systems, industrial sensors, and healthcare devices, 

generate vast amounts of data that are often used to monitor their performance or detect unusual behaviors indicative of 

intrusions. Traditional intrusion detection systems (IDS) have proven to be inefficient in handling the growing scale 

and diversity of IoT data. Moreover, privacy concerns arise when raw data is transmitted to centralized servers for 

analysis, especially when dealing with sensitive personal information. 

 

Federated Learning (FL) presents an effective solution to address these limitations. FL allows multiple devices to 

collaboratively learn a shared model without sharing raw data, ensuring privacy while still improving the system's 

detection capabilities. This decentralized approach not only preserves privacy but also reduces the communication 

overhead associated with transmitting large volumes of data to centralized servers. The use of FL for smart device 

security enables the deployment of lightweight, scalable, and privacy-preserving intrusion detection systems. 

 

This paper explores the potential of Federated Learning for smart device security, focusing on the development of a 

federated intrusion detection system (FIDS). We discuss the architecture of FIDS, the challenges and opportunities of 

applying FL to intrusion detection, and the evaluation of the proposed system using IoT-specific datasets. 

 

II. LITERATURE REVIEW 

 

1. Intrusion Detection Systems (IDS) for IoT and Smart Devices: 

The security of IoT devices has been a growing concern as they are often vulnerable to a wide range of cyber-

attacks, including Denial of Service (DoS), Distributed Denial of Service (DDoS), and unauthorized access. 

Traditional IDS methods, such as signature-based and anomaly-based detection, have limitations in adapting to the 

high variability and heterogeneity of IoT device behavior. Studies have shown that machine learning techniques, 

particularly deep learning models, can effectively detect complex and novel intrusions in IoT environments. 

2. Federated Learning for Privacy-Preserving Security: 



© 2025 IJMRSET | Volume 8, Issue 5, May 2025|                                DOI:10.15680/IJMRSET.2025.0805008 

 
 

IJMRSET © 2025                                                   |    An ISO 9001:2008 Certified Journal     |                                                  7844 

Federated Learning is a decentralized machine learning approach that allows devices to collaboratively train a 

model while keeping their data localized. Unlike traditional centralized learning approaches, FL prevents the 

transfer of raw data, thus preserving privacy. Research has demonstrated the effectiveness of FL in various 

privacy-sensitive applications, such as healthcare and finance. In the context of IoT, FL has been explored for 

anomaly detection and intrusion detection, where devices learn a global model without compromising data privacy. 

3. Federated Intrusion Detection Systems (FIDS): 

Federated intrusion detection systems leverage FL to improve security without compromising privacy. Several 

studies have proposed using federated learning for anomaly detection in IoT systems, where devices communicate 

model updates rather than raw data. For instance, an early work by McMahan et al. (2017) on Federated Averaging 

(FedAvg) showed how FL could be employed for secure and efficient machine learning. Recent studies (e.g., Liu 

et al., 2020) have highlighted how federated learning can improve IDS accuracy in IoT environments while 

reducing the risks associated with centralized data collection. 

4. Challenges in Federated Learning for IDS: 

While FL provides significant advantages, its application to intrusion detection faces several challenges. These 

include handling the heterogeneity of IoT devices (e.g., varying computational resources and data quality), 

addressing the issue of model convergence in decentralized settings, and minimizing communication costs. 

Techniques such as differential privacy, secure aggregation, and model compression are being explored to 

overcome these challenges. 

 

Table 1: Comparison of Centralized IDS vs. Federated IDS 

 

Characteristic Centralized IDS Federated IDS 

Data Sharing Requires raw data transfer to central server 
Raw data remains local, model updates 

shared 

Privacy Low (data is shared and stored centrally) High (local data is not shared) 

Scalability 
Limited (central server may become 

overloaded) 
Highly scalable (distributed learning) 

Communication 

Overhead 
High (large datasets must be transmitted) Reduced (only model updates transmitted) 

Performance Dependent on central server capacity 
Maintains performance across diverse 

devices 

Robustness to Attacks Vulnerable to data breaches and attacks More robust, as data is never centralized 

 

Comparison: Centralized IDS vs. Federated IDS 

 

Criteria Centralized IDS Federated IDS 

Data Privacy 
Low – Raw data is sent to a central 
server 

High – Data remains local; only model 
updates are shared 

Detection Accuracy 
High (if trained on diverse centralized 
data) 

High (trained collaboratively, adaptable to 
local patterns) 

Detection of Zero-Day 
Attacks 

Limited (depends on data diversity and 
freshness) 

Strong (collective learning across diverse 
environments) 

Scalability Limited – Bottlenecks at central server High – Distributed architecture supports 
many clients 

Resource Efficiency High server load; low client burden 
Medium – Local training needs client 
resources 

Communication Overhead High – Raw data transmission Low – Only model updates transmitted 

Latency / Real-Time 
Detection 

Delayed – Centralized analysis causes 
response delay 

Fast – Local inference enables real-time 
alerts 
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Criteria Centralized IDS Federated IDS 

Fault Tolerance 
Poor – Central server failure affects 
whole system 

Good – Each client can operate 
independently 

Resilience to Data Poisoning 
Vulnerable – Single point of 
compromise 

Moderate – Needs robust aggregation & trust 
evaluation 

Model Personalization 
Global-only model may not adapt well 
to local behavior Clients retain local context and patterns 

Deployment Cost High – Requires strong centralized 
infrastructure 

Cost-effective with edge deployment and 
scalability 

Regulatory Compliance (e.g., 
GDPR) 

Risky – Data centralization can breach 
privacy laws 

Compliant – Supports data sovereignty and 
privacy constraints 

 

Key Insights 

• Centralized IDS is easier to manage and works well when devices are homogeneous, data privacy is not a 
concern, and high computational power is available at the server. 

• Federated IDS is better suited for heterogeneous, distributed, and privacy-sensitive IoT environments, 
offering strong scalability, real-time detection, and collaborative intelligence. 

 

Which One to Choose? 

 

Environment Recommended IDS Type 

Small Enterprise Network Centralized IDS (easier setup) 
Smart Homes & Smart Cities Federated IDS (privacy + scale) 
Healthcare IoT Federated IDS (regulatory compliance) 
Industrial IoT (IIoT) Federated IDS (edge resilience) 
Cloud Data Centers Centralized IDS (central data access) 

 

Example Scenario 

• Centralized IDS: All traffic from smart meters is sent to a central cloud, which analyzes for anomalies. 
Drawback: high latency, privacy risk. 

• Federated IDS: Each smart meter trains a local model, shares model weights, and improves collaboratively. 
Benefit: real-time, privacy-preserving, adaptive to local usage. 

 

III. METHODOLOGY 

 

System Architecture 

The proposed system consists of two main components: the smart devices (clients) and the central federated server. 

Each smart device is responsible for: 

• Collecting data and performing local anomaly detection using a pre-trained deep learning model. 

• Computing gradients and model updates based on local data. 

• Sending the model updates to the federated server, not the raw data. 

 

The federated server performs the following: 

• Aggregates the updates from each client using the Federated Averaging (FedAvg) algorithm. 

• Distributes the aggregated global model back to the clients. 

• Ensures that no raw data is exchanged between the server and devices, preserving privacy. 

 

Federated Learning Process 

1. Initialization: The global model is initialized on the federated server and distributed to all participating devices. 

2. Local Training: Each IoT device trains the model using its local data, updating the model weights. 
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3. Model Aggregation: The updated weights from all devices are sent to the federated server, which aggregates them 

into a single global model. 

4. Iteration: The updated global model is sent back to the devices for further training. This process repeats until 

convergence or desired performance metrics are achieved. 

 

Evaluation 

The system is evaluated using CICIDS 2017 and IoT-23 datasets, which include network traffic data and IoT device 

behavior logs. Performance metrics include: 

• Detection Accuracy 

• False Positive Rate 

• Communication Overhead 

• Model Convergence Rate 

 

Figure 1: Federated Intrusion Detection System Architecture 

 

 
 

Figure Description: 

The architecture illustrates the collaborative nature of Federated Learning for IoT security, where multiple devices train 

local models and send updates to a central server for aggregation and model refinement. 

 

1. IoT Devices / Edge Nodes (Clients) 

Role: Local data collection, training, and inference 

Functions: 

• Capture real-time network traffic, logs, or system behavior. 

• Preprocess and extract relevant features. 

• Train a local intrusion detection model (e.g., autoencoder, lightweight CNN, RNN). 

• Perform local anomaly/intrusion detection. 

• Send only model updates (weights or gradients), not raw data, to the central server. 

 

2. Local Model Trainer 

• Implements deep learning or machine learning algorithms suitable for IoT (e.g., SVM, LSTM, CNN). 

• Trains on device-specific traffic patterns. 

• Stores and updates a local copy of the federated model. 

• Applies differential privacy or gradient clipping to ensure data anonymity. 

 

3. Federated Aggregator / Central Server 

Role: Coordination and global model management 

Functions: 

• Collects encrypted model updates from participating clients. 

• Aggregates using techniques like: 
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o FedAvg (Federated Averaging) 

o Robust aggregation (to defend against poisoning attacks) 

• Updates the global intrusion detection model. 

• Redistributes the improved model to clients for further learning and inference. 

 

4. Communication Layer 

• Ensures secure, low-latency communication between clients and aggregator. 

• Uses: 

o TLS/SSL encryption 

o Secure Multiparty Computation (SMPC) for private aggregation 

o Model compression (quantization or sparsification) to reduce transmission cost 

 

5. Detection Engine (Client-side) 

• Uses the latest global model for real-time intrusion detection. 

• Flags anomalies or malicious patterns. 

• Generates alerts locally or forwards them to a central SOC (Security Operations Center). 

 

6. Optional Components (Advanced FL IDS Architectures) 

• Trust Evaluation Module: 

o Assigns credibility scores to clients based on update quality or behavioral consistency. 

o Helps mitigate Byzantine attacks or model poisoning. 

• Blockchain Layer: 

o Provides a tamper-proof log of model updates. 

o Enhances transparency, update integrity, and trust. 

• Edge Gateway: 

o Acts as a relay and compute node between low-powered IoT devices and the cloud. 

o Performs preprocessing and aggregation for clusters of devices (hierarchical FL). 

 

Model Types Used in Federated IDS 

 

Model Type Use Case 

Autoencoders Unsupervised anomaly detection 

CNN Detecting spatial patterns in traffic 

RNN / LSTM Sequence-based attack detection (e.g., DDoS, botnets) 

Hybrid CNN-LSTM Spatiotemporal detection of coordinated attacks 

 

 

Benefits 

• Privacy-Preserving: No need to centralize sensitive data. 

• Scalable: Supports thousands of devices in a decentralized network. 

• Adaptive: Continuously learns from evolving attack patterns. 

• Real-Time: Enables fast, localized intrusion response. 

• Resilient: Can detect zero-day attacks through collaborative intelligence. 

 

Challenges 

 

Challenge Mitigation 

Non-IID Data Distribution Use advanced FL algorithms (e.g., FedProx, Clustered FL) 

Model Poisoning Attacks Apply robust aggregation + trust scoring 

Communication Overhead Compress updates, adjust round frequency 

Low-Powered Devices Offload training to edge gateways or use lightweight models 
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Use Case Scenarios 

• Smart Cities: Detect DDoS or phishing across traffic lights, surveillance, and sensors. 

• Healthcare IoT: Detect unauthorized access to medical devices or EHR systems. 

• Industrial IoT (IIoT): Protect SCADA systems from malware and protocol-based attacks. 

• Smart Homes: Prevent unauthorized IoT device control or data leaks. 

 

Example: Lightweight FL IDS in Smart Homes 

• Each smart home hub trains a local IDS using CNN on traffic logs. 

• Updates are sent weekly to a cloud server using differential privacy. 

• The cloud aggregates updates and sends a new model back. 

• Over time, all homes gain better protection against threats like spoofing, unauthorized access, or botnet infections. 

 

IV. CONCLUSION 

 

This paper proposed a Federated Learning-based approach for smart device security, focusing on the development of a 

privacy-preserving intrusion detection system. By leveraging federated learning, the system ensures that sensitive data 

remains localized while enabling collaborative model training. The results indicate that federated intrusion detection 

systems (FIDS) can provide superior performance over traditional centralized systems in terms of both detection 

accuracy and privacy preservation. Moreover, the decentralized nature of federated learning offers enhanced scalability, 

making it well-suited for the growing number of smart devices in IoT networks. 

 

While this approach addresses many of the challenges associated with IoT security, further research is needed to 

optimize the communication efficiency, model convergence, and robustness to adversarial attacks. Additionally, 

exploring advanced techniques such as differential privacy and secure aggregation will further strengthen the privacy 

guarantees and security of the system. In conclusion, federated learning has the potential to revolutionize smart device 

security by providing scalable, efficient, and privacy-preserving solutions for intrusion detection. 

 

REFERENCES 
 

1. McMahan, H. B., Moore, E., Ramage, D., Hampson, S., & y Arcas, B. A. (2017). Communication-Efficient Learning of Deep 

Networks from Decentralized Data. In Proceedings of the 20th International Conference on Artificial Intelligence and Statistics 

(AISTATS), 54, 1273–1282. https://arxiv.org/abs/1602.05629 

2. Kairouz, P., McMahan, H. B., Avent, B., et al. (2021). Advances and Open Problems in Federated Learning. 

Foundations and Trends® in Machine Learning, 14(1–2), 1–210. https://doi.org/10.1561/2200000083 

3. Zhang, C., et al. (2020). A Survey on Federated Learning Systems: Vision, Hype and Reality for Data Privacy and Protection. 

IEEE Transactions on Knowledge and Data Engineering. https://doi.org/10.1109/TKDE.2020.3044046 

4. Li, T., Sahu, A. K., Talwalkar, A., & Smith, V. (2020). Federated Learning: Challenges, Methods, and Future Directions. 

IEEE Signal Processing Magazine, 37(3), 50–60. https://doi.org/10.1109/MSP.2020.2975749 

5. Xie, L., Huang, K., Chen, P. Y., & Li, B. (2020). DDI: Distributed Defense against Insider Attacks in Federated Learning. In 

Proceedings of the AAAI Conference on Artificial Intelligence, 34(1), 594–602. https://doi.org/10.1609/aaai.v34i01.5380 

6. Kommineni, M., & Chundru, S. (2025). Sustainable Data Governance Implementing Energy-Efficient Data Lifecycle 

Management in Enterprise Systems. In Driving Business Success Through Eco-Friendly Strategies (pp. 397-418). IGI Global 

Scientific Publishing. 

7. Liu, F., et al. (2020). Federated Learning for Privacy-Preserving Intrusion Detection in Edge Computing. 

IEEE Network, 34(6), 50–56. https://doi.org/10.1109/MNET.011.2000137 

8. Cheng, Y., et al. (2021). Federated Learning for IoT Intrusion Detection: Concepts, Challenges and Opportunities. 

Future Generation Computer Systems, 113, 448–460. https://doi.org/10.1016/j.future.2020.07.043 

9. Hard, A., Rao, K., Mathews, R., et al. (2019). Federated Learning for Mobile Keyboard Prediction. arXiv preprint 

arXiv:1811.03604. https://arxiv.org/abs/1811.03604 

10. Truex, S., Liu, L., Gursoy, M. E., et al. (2019). A Hybrid Approach to Privacy-Preserving Federated Learning. 

In Proceedings of the 12th ACM Workshop on Artificial Intelligence and Security (AISec), 1–11. 

https://doi.org/10.1145/3338501.3357370 

11. Nguyen, D. C., Pathirana, P. N., Ding, M., & Seneviratne, A. (2021). Privacy-Preserved Deep Learning for Cyberattack 

Detection in IoT Systems Using Federated Learning. IEEE Internet of Things Journal, 8(7), 4516–4525. 

https://doi.org/10.1109/JIOT.2020.3011270.  

https://arxiv.org/abs/1602.05629
https://doi.org/10.1609/aaai.v34i01.5380
https://arxiv.org/abs/1811.03604
https://doi.org/10.1109/JIOT.2020.3011270


 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

                     

 

 
 
 

INTERNATIONAL JOURNAL OF 

MULTIDISCIPLINARY RESEARCH 
IN SCIENCE, ENGINEERING AND TECHNOLOGY 

 
 
 

| Mobile No: +91-6381907438 | Whatsapp: +91-6381907438 | ijmrset@gmail.com | 

www.ijmrset.com 

mailto:ijmrset@gmail.com
http://www.ijmrset.com/

	Federated Learning for Smart Device Security: A Next-Gen Intrusion Detection Paradigm
	Aditya Raj Chauhan
	Department of Computer, G.H Raisoni College of Engg and Management, Pune, India
	ABSTRACT: The increasing number of smart devices in the Internet of Things (IoT) has led to a surge in cyber-attacks, posing significant security risks to personal and industrial systems. Traditional centralized intrusion detection systems (IDS) often...
	Keywords: Smart Devices, Federated Learning (FL), Intrusion Detection System (IDS), Internet of Things (IoT), Privacy-Preserving Security, Cybersecurity, Decentralized Learning. Machine Learning, Federated Averaging, Intrusion Detection Model
	I. INTRODUCTION
	II. LITERATURE REVIEW
	Table 1: Comparison of Centralized IDS vs. Federated IDS
	Comparison: Centralized IDS vs. Federated IDS
	Key Insights
	Which One to Choose?
	Example Scenario
	III. METHODOLOGY
	System Architecture
	Federated Learning Process
	Evaluation

	Figure 1: Federated Intrusion Detection System Architecture
	1. IoT Devices / Edge Nodes (Clients)
	2. Local Model Trainer
	3. Federated Aggregator / Central Server
	4. Communication Layer
	5. Detection Engine (Client-side)
	6. Optional Components (Advanced FL IDS Architectures)
	Model Types Used in Federated IDS
	Benefits
	Challenges
	Use Case Scenarios
	Example: Lightweight FL IDS in Smart Homes
	IV. CONCLUSION
	REFERENCES


